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A new perspective of electron transfer chemistry is
described for fine control of electron transfer reactions
including back electron transfer in the charge separated
state of artificial photosynthetic compounds and its syn-
thetic application. Fundamental electron transfer proper-
ties of suitable components of efficient electron transfer
systems are described in light of the Marcus theory of elec-
tron transfer, in particular focusing on the Marcus inverted
region, and they are applied to design multi-step electron
transfer systems which can well mimic the function of a
photosynthetic reaction center. Both intermolecular and
intramolecular electron transfer processes are finely con-
trolled by complexation of radical anions, produced in the
electron transfer, with metal ions which act as Lewis acids.
Quantitative measures to determine the Lewis acidity of a
variety of metal ions are given in relation to the promoting
effects of metal ions on the electron transfer reactions. The
mechanistic viability of metal ion catalysis in electron
transfer reactions is demonstrated by a variety of examples
of chemical transformations involving metal ion-promoted
electron transfer processes as the rate-determining steps,
which are made possible by complexation of radical anions
with metal ions.

1 Introduction
Electron transfer is one of the most fundamental chemical reac-
tions, playing a pivotal role not only in chemical processes but
also in biological redox processes, which are essential for life,
such as photosynthesis and respiration, since an electron is the
minimal unit of the change in chemical reactions. During the
past half-century, the field of electron transfer chemistry has
undergone a remarkable expansion by the detailed analytic
theory developed by R. A. Marcus 1 and also by the introduc-
tion of new technology such as lasers which have expanded the
electron transfer systems which could be studied, extending it to
ultra fast reactions in even the femtosecond regime.2 The most
important prediction of the Marcus theory of electron transfer
is that the electron transfer rate is expected to decrease rather
than to increase as the driving force of electron transfer
(�∆G 0

et) increases in the region where the driving force is larger
than the reorganization energy of electron transfer (�∆G 0

et >
λ).1 The reorganization energy of electron transfer (λ) is the
energy required to structurally reorganize the donor, acceptor
and their solvation spheres upon electron transfer. When the
free energy change of electron transfer (∆G 0

et) becomes very
negative, the driving force of electron transfer (�∆G 0

et) can
exceed the reorganization energy (λ). This region (�∆G 0

et > λ)
is generally referred to as the Marcus inverted region. In the
normal region (�∆G 0

et < λ), the electron transfer rate increases
with increasing driving force, namely increasingly negative
∆G 0

et, but in the Marcus inverted region the opposite is true. In
the beginning, the Marcus inverted region was tested for inter-
molecular electron transfer reactions of electron donors and
electron acceptors at diffusional encounter. However, definitive
evidence for the inverted region had been almost nonexistent
for a long time.3–6 Normally, these intermolecular electron

transfer reactions follow the Rehm–Weller behavior such that
the electron transfer rate increases with an increase in driving
force, reaches a diffusion-limit and remains unchanged no
matter how exergonic the electron transfer might become.7–9

This is the reason why some twenty-five years elapsed before
the existence of the Marcus inverted region was confirmed
experimentally in the back electron transfer process (first-order
decay) in the radical ion pair produced by intermolecular
electron transfer reactions,10 and also in a number of systems
with donor–acceptor, where covalent linkages ensure fixed
distances.11–15 Intermolecular electron transfer systems at
diffusional encounter (bimolecular second-order processes)
exhibiting the Marcus inverted behavior have still remained
largely unexplored as compared with the unimolecular first-
order electron transfer processes.

Rates of electron transfer reactions of a variety of electron
donor–acceptor systems can be well predicted in light of the
Marcus theory of electron transfer, once the fundamental elec-
tron transfer properties of electron donors and acceptors such
as the one-electron redox potentials and the reorganization
energies of electron transfer are determined.16 In other words,
the electron transfer systems can now be well-designed based on
the fundamental electron transfer properties of reactant mole-
cules. However, design of electron transfer systems has so far
been limited mainly to two-component systems, i.e., electron
donor–acceptor systems. In contrast, introduction of an
appropriate third component acting as an effective catalyst has
been a central issue in designing modern chemical reactions
which involve cleavage and formation of chemical bonds.

On the other hand, the catalytic control of electron transfer
systems has yet to emerge as an identifiable field of study,
although a variety of metal enzymes are involved in controlling
electron transfer processes in biological redox systems.17 The
conceptual lack of catalysis in electron transfer reactions stems
from the general belief that there may be no need of catalysis to
accelerate further an electron transfer reaction which is already
fast enough in a practical sense. This is largely true for revers-
ible electron transfer reactions in which electron transfer occurs
only when the free energy change of electron transfer is neg-
ative, i.e., the electron transfer is exergonic (∆G 0

et < 0). If the
electron transfer is endergonic (∆G 0

et > 0), no net electron
transfer would occur because of facile back electron transfer to
regenerate the reactant pair. However, numerous chemical reac-
tions, previously formulated by “movements of electron pairs”
are now understood as processes in which an initial electron
transfer from a nucleophile (reductant) to an electrophile (oxid-
ant) produces a radical ion pair, which leads to the final prod-
ucts via the follow-up steps involving cleavage and formation of
chemical bonds.18–20 The follow-up steps are usually sufficiently
rapid to render the initial electron transfer the rate-determining
step in an overall irreversible chemical transformation. In such
a case, promotion of the rate-determining electron transfer
step, which is usually endergonic (∆G 0

et > 0) and thereby
thermodynamically unfavorable, would play an essential role
in accelerating the overall chemical reaction. Since electron
transfer is an elementary reaction, acceleration of the rate of
electron transfer with a “promoter” should involve change inD
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the driving force of electron transfer by binding of the
promoter to a product of the electron transfer.21 However, a
promoter becomes equivalent to a catalyst when the promoted
initial electron transfer is the rate-determining step in an overall
irreversible chemical transformation and the promoter is not
involved in the final products.21

This article is intended to focus on recent advancement in
understanding and insight gained in the fundamental studies of
electron transfer systems particularly focusing on the Marcus
inverted region 1 and also on the catalytic control of inter-
molecular and intramolecular electron transfer processes. First,
fundamental electron transfer properties of suitable com-
ponents of efficient electron transfer systems are described in
light of the Marcus theory of electron transfer and they are
applied to construct multi-step electron transfer systems which
can well mimic the function of a photosynthetic reaction center.
Then, it is shown that introduction of a third component acting
as a promoter in electron transfer reactions provides a new per-
spective of electron transfer chemistry, expanding the scope of
electron transfer systems which would otherwise be impossible
to study.19–21 The mechanistic viability of catalytic control
of electron transfer reactions is demonstrated by a variety of
examples of chemical transformations involving electron trans-
fer processes as the rate-determining step, which are made
possible by the introduction of an appropriate promoter.

2 Suitable components of efficient electron transfer
systems
Porphyrins contain an extensively conjugated two-dimensional
π system, which is suitable for efficient electron transfer,
because the uptake or release of electrons results in minimal
structural change upon electron transfer.22 Porphyrin π radical
cations are known to play a crucial role in biological elec-
tron transfer systems such as respiration and photosynthesis.22

Efficient electron transfer between a porphyrin and the corre-
sponding π radical cation is shown by the EPR linewidth vari-
ation of the EPR spectra of zinc porphyrin radical cations in
the presence of the neutral form.23 The linewidth of the EPR
signal of ZnP�� [P2� = 5,10,15,20-tetrakis(3,5-di-tert-butyl-
phenyl)porphyrin dianion] becomes broader as the temperature
is decreased from 313 K to 233 K.23 This indicates that the
electron self-exchange reaction becomes faster at a lower tem-
perature. The rate constants (kex) of the electron self-exchange
reactions between ZnP�� and ZnP were determined from an
increase in the linewidth with increasing ZnP concentration.
The activation parameters are determined from the Arrhenius
plots in Fig. 1, where the positive slopes for the data in toluene,
CH2Cl2 and CHCl3 afford the negative activation enthalpies
(∆H≠

obs < 0).23 In acetonitrile (MeCN), however, a normal
negative slope is obtained to afford the positive ∆H≠

obs value.
The negative activation enthalpy indicates that the electron self-
exchange reaction proceeds via a charge transfer π complex
formed between ZnP�� and ZnP, and that the activation energy
of electron transfer in the π complex is smaller than the stabiliz-
ation energy of the π complex (Scheme 1).23 In the electron self-
exchange reaction, there is no net change in solvation before

Scheme 1 Energy diagram of the electron exchange reactions between
ZnP�� and ZnP.23

and after the electron transfer, when the solvent reorganization
energy of electron transfer becomes smaller as the solvent
polarity decreases.24 This may be the reason why a negative
activation enthalpy is observed for the ZnP��/P system in less
polar solvents such as CH2Cl2, CHCl3 and toluene as compared
to the case in MeCN (Fig. 1).

A sandwich-like structure for the dimeric aromatic π radical
cations has been well-established.25,26 The X-ray structure and
the intervalent electron transfer in organic mixed-valence crys-
tals with bridged aromatic radical cations are also reported.27

In contrast with the two-dimensional porphyrin π-system,
fullerenes contain an extensively conjugated three-dimensional
π system. Buckminsterfullerene (C60), for example, is des-
cribed as having a closed-shell configuration consisting of 30
bonding molecular orbitals with 60 π-electrons,28 which is also
suitable for efficient electron transfer. In fact, C60 is an ideal
molecule to examine the electron transfer reactions in light of
the Marcus electron transfer theory, since C60 is essentially
spherical. The first electron in the reduction of C60 is added to a
triply degenerate t1u unoccupied molecular orbital and is highly
delocalized.29 Thus, electron transfer to C60 is expected to be
highly efficient because of the minimal changes of structure
and solvation associated with the electron transfer reduction.
The efficiency of electron transfer is demonstrated by the
electron self-exchange rate between C60 and the radical
anion (C60

��). Since C60 contains no protons which exhibit
hyperfine splitting in the EPR spectrum, a t-butyl radical is
attached on C60 to examine the electron self-exchange reaction
between t-BuC60

� and t-BuC60
� [eqn. (1)] by analyzing linewidth

variations of the EPR spectra.30 

The rate constant (kex) of the electron self-exchange reac-
tion between t-BuC60

� and t-BuC60
� was determined as 1.9 ×

108 dm3 mol�1 s�1 at 298 K.30 This value corresponds to the
reorganization energy (λ) of 0.64 eV. The observed λ value
mainly consists of the solvent reorganization energy associated

Fig. 1 Arrhenius plots of the electron self-exchange reaction between
ZnP�� and ZnP in different solvents.23

(1)
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with the electron transfer, since the bond reorganization of
fullerenes in electron transfer has been evaluated to be
negligibly small.30,31

The small reorganization energy of electron transfer of
fullerenes has enabled observation of the Marcus inverted
region in intermolecular electron transfer from fullerenes (C60,
C76 and C78) to a series of arene radical cations produced by
pulse-radiolysis in dichloromethane (CH2Cl2) [eqns. (2)–(4)].32

The one-electron oxidation potentials of the employed arenes—
corresponding to the one-electron reduction potentials of arene
π radical cations—were determined in CH2Cl2 to evaluate the
driving forces of electron transfer oxidation of fullerenes with
arene π-radical cations.32 The driving force dependence of the
logarithm of the rate constant of intermolecular electron trans-
fer (log ket) shows a pronounced decrease towards the highly
exothermic region, representing the definitive confirmation
of the existence of the Marcus inverted region in a truly
intermolecular electron transfer (Fig. 2).32 The plateau in Fig. 2
corresponds to the diffusion-limited region where the rate of
electron transfer is faster than the rate of diffusion. According
to the Marcus theory of electron transfer,1 the observed rate
constant of an adiabatic intermolecular electron transfer is
given by eqn. (5),

where kdiff is the diffusion rate constant and kB is the Boltzmann
constant. By fitting the data in Fig. 2 with the Marcus equation
for adiabatic bimolecular electron transfer reactions [eqn. (5)],
the reorganization energy (λ) is determined as 0.36 eV for the
electron transfer oxidation of fullerenes (C60, C76 and C78) in
CH2Cl2.

32 This is the smallest value for bimolecular electron
transfer reactions ever reported.

Electron transfer reduction of fullerenes with anthracene
radical anions was also examined by laser flash photolysis in

CH2Cl2  CH2Cl2
�� � es

� (2)

arene � CH2Cl2
��  arene�� � CH2Cl2 (3)

(4)

Fig. 2 Plot of log ket vs. �∆G 0
et for electron transfer from C60 (�), C76

(�) and C78 (�) to arene radical cations in CH2Cl2.
32 The solid line is

drawn based on the Marcus theory of electron transfer [eqn. (5)].

(5)

benzonitrile (PhCN).32 A significant decrease in the ket value
was observed at large driving forces as compared to the diffu-
sion-limited value seen at smaller driving forces as in the case of
the electron transfer oxidation. The λ value for the electron
transfer reduction of fullerenes is determined as 0.72 eV.32 The
larger λ value for the electron transfer reduction of C60 in PhCN
than the λ value for the electron transfer oxidation of fullerenes
in CH2Cl2 (0.36 eV) results from the larger solvent reorganiz-
ation in the more polar solvent.

3 Long lifetimes of charge-separated states
The Marcus inverted region plays an essential role in photo-
synthesis, where a relay of electron transfer reactions evolves
among chlorophyll- and quinone-moieties embedded in a
transmembrane protein matrix.33,34 Relatively little energy
(0.2 eV) is consumed in the rapid initial photoinduced electron
transfer step from bacteriochlorophyll dimer [(BChl)2] to bac-
teriopheophytin (Bphe) on a time scale of 3 ps. In contrast, the
back electron transfer to the ground state has nearly 1.2 eV of
driving force, and thereby should be within the Marcus inverted
region, where the rate of electron transfer decreases with
increasing the driving force.1 In such a case a charge shift reac-
tion from Bphe�� to an electron acceptor quinone (QA) occurs
much faster on a time scale of 200 ps than the back electron
transfer which occurs on a time scale of 10 ns. The system
undergoes further charge separation, achieving a nearly quanti-
tative quantum yield of the final charge-separated state which
has an extremely long lifetime (ca. 1 s).

The mimicry of these complex and highly versatile processes
has been achieved by using a suitable chromophore and a redox
component, having small reorganization energies of electron
transfer, namely porphyrins (or chlorines) and fullerenes, which
are linked with covalent bonds.35–38 The photoexcitation of zinc
chlorin–C60 (ZnCh–C60), free-base chlorin–C60 (H2Ch–C60),
zinc porphyrin–C60 (ZnPor–C60) and free-base porphyrin–C60

(H2Por–C60) dyads results in efficient electron transfer from the
singlet excited states of the chromophore to C60.

35,36 The driving
force dependence of the rate constants (log kET) for the intra-
molecular photoinduced electron transfer for the charge separ-
ation (CS) process is shown in Fig. 3.36 According to the Marcus
theory of electron transfer,1b the rate constant of nonadiabatic
intramolecular electron transfer (kET) is given by eqn. (6), where
V is the electronic coupling matrix element, h is the Planck
constant, and T  is the absolute temperature.

By fitting the data of the CS process in Fig. 3 with eqn. (6), the
λ and V values were determined as λ = 0.48 eV and V = 6.8 cm�1,
respectively.36 The λ value (0.48 eV) for the intramolecular CS
process is smaller than the value for intermolecular electron
transfer reduction of C60 in PhCN (0.72 eV).32 This may result
from a short edge-to-edge distance (Ree) of the present dyad
system (5.89 Å),35 since the smaller the Ree, the smaller will be
the solvent reorganization energy as expected from the Marcus
theory of electron transfer.1 The smaller Ree value also results in
the larger V value.

The photoinduced CS processes in the dyads are located in
the normal region of the Marcus parabola (�∆G 0

et > λ)
whereas the back electron transfer from C60

�� to ZnCh�� in the
CS state [charge recombination (CR) process] is in the Marcus
inverted region (�∆G 0

BET < λ). In the inverted region, the kBET

value is expected to decrease with increasing driving force.1 In
fact, the photoexcitation of ZnCh–C60 results in an unusually
long-lived radical ion pair detected as the transient absorption
spectrum of ZnCh��–C60

�� (λmax = 1000 nm due to C60
�� and

(6)
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790 nm due to ZnCh��) which decays via first-order kinetics
with a decay rate constant of 9.1 × 103 s�1 (lifetime: 110 µs).35

This value is also well fitted by the Marcus equation [eqn. (5)]
with the same λ and V values (Fig. 3).

In contrast to the case of ZnCh–C60, no transient formation
of C60

�� was detected at 1000 nm for any other dyad, H2Ch–C60,
ZnPor–C60 or H2Por–C60.

35 In each case, only the triplet–triplet
absorption due to the chlorin or porphyrin moiety was
observed due to the higher energy of the radical ion pair as
compared to the triplet excited state.36 The E 0

red values for
reduction of linked C60 which are attributed to the fullerene
moiety are almost invariant irrespective of the type of linked
macrocyclic ring whereas the E 0

ox values for oxidation of the
macrocycle are shifted in a negative direction in the following

Fig. 3 Plot of log kET vs. �∆G 0
ET for photoinduced charge separation

(CS) of zinc chlorin-C60, free-base chlorin-C60, zinc porphyrin-C60 and
free-base porphyrin-C60 dyads and log kBET vs. –∆G 0

BET back electron
transfer [charge recombination (CR)] in the CS states. The data were
taken from ref. 35. The solid line is drawn based on the Marcus theory
of intramolecular electron transfer [eqn. (6)].

order: H2Por > H2Ch > ZnPor > ZnCh.35 Thus, the free energy
change of electron transfer from ZnCh to C60, obtained from
the difference between E 0

ox and E 0
red, is the smallest among

the examined dyads. In this case, the radical ion pair state
(ZnCh��–C60

��) is lower in energy (1.33 eV) than both the trip-
let excited state of C60 (1.45 eV) and ZnCh (1.36–1.45 eV).35

The number of reduced double bonds in the pyrrole rings is
zero in the case of porphyrins, one in the case of chlorins and
two diagonal to each other in the case of bacteriochlorins. The
ionization potentials of the tetrapyrroles decrease with increas-
ing peripheral saturation,39 consistent with the electrochemical
data. This may be the reason why natural photosynthesis util-
izes chlorophylls rather than porphyrins as antenna molecules.
In any case, the energy level of the radical ion pair in reference
to the triplet energy of a component is an important factor in
determining the lifetime of the radical ion pair.

The fate of the charge-separated state of porphyrin linked
C60 can also be altered by modifying substituents on the por-
phyrin ring. When ZnP (P2� = 5,10,15,20-tetrakis(3,5-di-tert-
butylphenyl)porphyrin dianion) is employed to link with C60,
the radical ion pair state (ZnP��–C60

��) is lower in energy (1.38
eV) than both the triplet excited state of C60 and ZnP to afford a
sufficiently long lifetime (0.77 µs) for a subsequent charge-sep-
aration step.37 A series of porphyrin–fullerene linked molecules
with the same spacer as employed for ZnP–C60 (Ree = 11.9 Å)
has been synthesized; Fc–ZnP–C60 (Ree = 30.3 Å), ZnP–H2P–
C60 (Ree = 30.3 Å), and Fc–ZnP–H2P–C60 (Ree = 48.9 Å) as
shown in Fig. 4.37,38 The driving force dependence of the
electron transfer rate constants (kET) of these dyad, triads and
tetrad molecules is shown in Fig. 5, where log kET is plotted
against the driving force (�∆G 0

ET).38 The lines in Fig. 5 repre-
sent the best fit to eqn. (6) (ZnP–C60: λ = 0.66 eV, V = 3.9 cm�1;
Fc–ZnP–C60, Fc–H2P–C60, and ZnP–H2P–C60: λ = 1.09 eV,
V = 0.019 cm�1; Fc–ZnP–H2P–C60: λ = 1.32 eV, V = 0.00017
cm�1).37,38 The λ value increases whereas the V value decreases
with increasing edge-to-edge distance in the order of the
dyad (Ree = 11.9 Å), the triads (Ree = 30.3 Å) and tetrad (Ree =
48.9 Å). In the case of the dyad, the CR rate in ZnP��–C60

�� is
much slower than the CS rate constants from both the singlet
and triplet excited states (Fig. 5). This enables a subsequent
electron transfer from Fc to ZnP�� in the triad (Fc–ZnP��–
C60

��) and from ZnP to H2P�� in ZnP–H2P��–C60
�� to produce

the charge separated state, Fc�–ZnP–C60
�� and ZnP��–H2P–

C60
��, in competition with the back electron transfer in the

initial CS states. In the case of the tetrad (Fc–ZnP–H2P–C60),
the multi-step electron transfer processes (Scheme 2) afford the
final CS state, Fc�–ZnP–H2P–C60

��, in which charges are separ-
ated at a long distance (Ree = 48.9 Å).38 The lifetime of the
resulting charge-separated state at a long distance in a frozen
PhCN has been determined to be as long as 0.38 s and is com-
parable to that observed for the bacterial photosynthetic reac-
tion center.38 Such an extremely long lifetime of a CS state
could only be determined in frozen media, since in condensed
media bimolecular back electron transfer between two Fc�–
ZnP–H2P–C60

�� is much faster than the unimolecular CR pro-
cess.38 The maximum kET value (kET,max) of each Marcus plot
in Fig. 5 is correlated with the edge-to-edge distance (Ree),
separating the radical ions, according to eqn. (7): 38

Hereby, V0 refers to the maximal electronic coupling element,
while β is the decay coefficient factor (damping factor), which
depends primarily on the nature of the bridging molecule. From
the linear plot of ln kET,max vs. Ree the β value is obtained as
0.60 Å�1.38 This β value is located within the boundaries
of nonadiabatic electron transfer reactions for saturated

(7)
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Fig. 4 Structures of a series of porphyrin–fullerene linked molecules.34

Fig. 5 Driving force (�∆G 0
ET) dependence of intramolecular ET rate

constants in ZnP–C60 (CS: open circles; CR: open squares), Fc–ZnP–
C60 (solid circles), Fc–H2P–C60 (solid triangles), ZnP–H2P–C60 (solid
squares), and Fc–ZnP–H2P–C60 (open triangles).38

hydrocarbon bridges (0.8–1.0 Å�1) and unsaturated phenylene
bridges (0.4 Å�1).40

According to eqn. (7), the electron transfer rate constant falls
off exponentially with increasing distance between the donor
and acceptor molecules provided that the other parameters
such as the driving force and reorganization energy of electron
transfer remain the same. Thus, the time scale of electron trans-
fer is expected to increase from femtoseconds to hours and even
to days by simply increasing the distance. However, such an
extremely slow electron transfer at a long distance is difficult to
observe because the electron transfer reactions at fixed dis-
tances mentioned above involve the excited state and the inher-
ent short lifetime has precluded the study on an extremely slow
electron transfer processes.

A slow thermal electron transfer would only be achieved if an
electron donor or acceptor molecule is encapsulated in a large
inert environment which prohibits the close access of the
other molecule. Such encapsulation of chromophore ions in
the supercage of zeolites has been utilized to retard the
back electron transfer across the zeolite–solution interface in
photoinduced charge separation systems.41 On the other hand,
addition of an electron donor which cannot penetrate into
the zeolite supercage to the acceptor-encapsulated zeolite can
start the thermal electron transfer at long distances through the
zeolite–solution interface. An extremely slow electron transfer
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Scheme 2 Reaction scheme and energy diagram for Fc–ZnP–H2P–C60 in PhCN.38

Scheme 3 Schematic diagram for electron transfer from an electron donor (ferrocene) to Fe(bpy)3
3� incorporated inside the Y type zeolite through

the zeolite–solution interface.42

from an electron donor to Fe(bpy)3
3� incorporated inside the Y

type zeolite is reported to occur through the zeolite–solution
interface such that the completion of electron transfer takes
days in sharp contrast to the corresponding electron transfer
reaction in solution, which is too fast to be followed even by
using a stopped-flow technique.42 Such an extremely slow elec-
tron transfer is ascribed to a very long-range electron transfer
from adsorbed ferrocene molecules across the zeolite–solution
interface to Fe(bpy)3

3� inside the zeolite supercage at various
distances (Scheme 3). The electron transfer rate constants of
various electron donors at an averaged distance (kETav) have
been determined by analyzing a dispersion of r according to a
normal Gaussian distribution.42 Electron donors are chosen
such that the reorganization energies of electron transfer are
similar to the value of Fe(C5H5)2

�/Fe(C5H5)2 (1.01 eV). A plot
of log kETav vs. �∆G 0

ET in Fig. 6 exhibits a Marcus parabolic
dependence of log kETav on �∆G 0

ET as expected from eqn. (6).
Using a typical β value for through space electron transfer in
solution (1.2 Å�1), the average distance (r � r0) for electron
transfer from Fe(C5H5)2 to Fe(bpy)3

3�–zeolite Y is roughly
evaluated as 41 Å which corresponds to the distance across
three supercages.42

4 Lewis acid promoters for electron transfer
reduction of oxygen
As described above, the rates of electron transfer can be finely
controlled by the fundamental electron transfer properties of
electron donors and acceptors (the redox potentials and the

reorganization energies) and also by the electron donor–
acceptor distance and the environment surrounding them. In
other words, the electron transfer reactivity is fixed once an

Fig. 6 Dependence of averaged electron transfer rate constants (kETav)
on driving force (�∆G 0

ET) of electron transfer in deaerated MeCN
at 298 K.42 Open circles: Electron transfer from donor to Fe(bpy)3

3�–Y
(1: Fe(C5H4COCH3)2, 2: AcrH2, 3: Fe(C5H5)(C5H4COCH3), 4: BNAH,
5: Fe(C5H5)2, 6: Fe(C5H4Me)2, 7: Fe(C5Me5)2, 8: Mn(C5Me5)2, 9:
Co(C5H5)2). Solid triangles: Electron transfer from Fe(bpy)3

2�–Y to
acceptor (a: Ru(Me2bpy)3

3�, b: Ru(bpy)3
3�).
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electron donor–acceptor pair is chosen in a certain environ-
ment. However, the electron transfer reactivity can be altered
by addition of a third component which can change the
fundamental electron transfer properties of electron donors or
acceptors. The most important substrate in such a case is oxy-
gen, which is reduced by the function of metalloenzymes in
respiration. Since the ground state oxygen is triplet, the direct
reaction of oxygen with singlet molecules to produce singlet
oxygenated product is spin-forbidden, whereas an electron
transfer from a singlet electron donor to oxygen is a spin-
allowed process. Thus, the activation of oxygen should involve
the electron transfer reduction. However, O2 is rather difficult to
reduce by electron transfer because of the largely negative one-
electron reduction potential.43 When the one-electron oxidation
potential of an electron donor (D) is more positive than the
one-electron reduction potential of O2, the electron transfer is
endergonic and thereby no net electron transfer takes place.

In the presence of metal ions which are Lewis acids and can
bind with O2

��, however, the free energy change of electron
transfer would be negative provided that the binding energy
between O2

�� and the metal ions is large enough. In fact, a
variety of metal ions (Mn�) are known to bind with O2

��.44 The
gzz-value of the EPR spectrum of the O2

��–Mn� complex varies
depending on the type of metal ion.45 The deviation of the
gzz-value from the free spin value (ge = 2.0023) is caused by the
spin–orbit interaction as given by eqn. (8) under the con-
ditions that ∆E � λ, where λ is the spin–orbit coupling constant
(0.014 eV) and ∆E is the energy splitting of πg levels due to the
complex formation between O2

�� and Mn�.45 The ∆E value is
readily determined from the gzz-value using eqn. (8). 

The ∆E value can be used to predict the promoting effect
of Mn� on electron transfer from CoTPP (TPP2� = tetra-
phenylporphyrin dianion) to O2 in MeCN at 298 K (Scheme
4).45 Electron transfer from CoTPP to O2 occurs efficiently in the
presence of metal ion salts which can bind with O2

��, whereas
no electron transfer from CoTPP to O2 occurs in the absence of
metal ion. This is because the electron transfer is highly ender-
gonic judging from the one-electron oxidation potential of
CoTPP (E 0

ox = 0.35 V vs. SCE in MeCN) and the one-electron
reduction potential of O2 (E

0
red = �0.87 V vs. SCE).45 In the

presence of metal ions, the E 0
red value of O2 is shifted to a

positive direction due to the binding of O2
�� with metal ions,

when electron transfer from CoTPP to O2 becomes exergonic.
The observed second-order rate constant of electron transfer
(dm3 mol�1 s�1) increases linearly with increasing metal ion
concentration. From the slope of the linear correlation is
obtained the metal ion-promoted electron transfer rate con-
stant (ket/dm6 mol�2 s�1). There is a striking single linear corre-
lation between log ket and ∆E of the O2

�� complexes with not
only metal ions (triflate or perchlorate salts) but also organotins
which are often used as Lewis acids to promote C–C bond
formation in organic synthesis, as shown in Fig. 7.45,46 The
remarkable correlation spans a range of almost 107 in the rate
constant. The slope of the linear correlation between log ket and
∆E is obtained as 14.0 which is close to the value of 1/2.3kBT
(= 16.9 at 298 K). This means that the variation of ∆E is well
reflected in the difference in the activation free energy for the
Lewis acid-promoted electron transfer from CoTPP to O2. The

gzz = ge � 2λ/∆E (8)

Scheme 4 Metal ion-promoted electron transfer from CoTPP to O2.

stronger the binding of the Lewis acid with O2
��, the larger will

be the promoting effect of metal ions and organotins. Scan-
dium triflate [Sc(OTf )3] is the strongest Lewis acid examined,
exhibiting the largest promoting effect on the electron transfer
reduction of O2 (Fig. 7). Thus, ∆E can be regarded as a good
measure of the binding energies in O2

�� complexes with metal
ions and organotins. However, this method can only be applied
to diamagnetic metal ions, since the paramagnetic metal ion-
O2

�� complexes give no EPR signal. Redox active metal ions
which undergo electron transfer reactions with O2

�� cannot be
employed, either.

A more convenient method to provide a quantitative measure
of the Lewis acidity of metal ion salts has been reported using
the fluorescence maxima of 10-methylacridone (AcrCO)–metal
ion salt complexes [eqn. (9)].47,48 The florescence energy (hνf)
decreases with increasing Lewis acidity of the metal ion salts.
There is a striking linear correlation between the hνf values of
1AcrCO*–Lewis acid complexes and the ∆E values of the O2

��–
Lewis acid complexes derived from the gzz-values as shown in
Fig. 8, where the two parallel correlations correspond to the
energy splitting due to the coupling of CO stretching in the
1AcrCO*–Mn� complex.48 The stronger the acidity of the Lewis
acid, the larger is the ∆E value, the more red-shifted is the λmax

Fig. 7 Plots of log ket vs. ∆E in electron transfer from (TPP)Co to O2,
promoted by metal ions (triflate or perchlorate salts) (�) and organotin
compounds (�) in MeCN at 298 K.46

Fig. 8 Plots of hνf of the 1AcrCO*–Mn� complexes vs. ∆E of the O2
��–

Mn� complexes in MeCN 298 K.48
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Scheme 5 Catalysis of O2 in back electron transfer in ZnP-linked C60.
49

value, and the smaller is the hνf value. The good linear corre-
lation between ∆E and hνf (Fig. 8) demonstrates that the hνf

values provide a convenient quantitative measure of Lewis acid-
ity of all kinds of metal ion salts including paramagnetic and
redox active Lewis acids. Using the quantitative measure of the
Lewis acidity of metal ion salts, the promoting effects of variety
of Lewis acids on the electron transfer reduction of O2 can be
well predicted (Fig. 7). 

The promoting effect of metal ions on the electron transfer
reduction of O2 has been reported to result in a novel catalytic
effect of O2 on the back electron transfer process in the CS state
of ZnP–C60.

49 In the presence of oxygen, the lifetimes of both
radical ion pairs (i.e., ZnP��–C60

�� and ZnP��–H2P–C60
��) are

decreased significantly due to an oxygen-catalyzed back elec-
tron transfer between C60

�� and ZnP��.49 The catalytic partici-
pation of O2 in an intramolecular back electron transfer
between C60

�� and ZnP�� in ZnP-linked C60 is depicted in
Scheme 5.49 The intermolecular electron transfer from C60

�� to
O2 is facilitated by the binding of O2

�� with the Zn() ion of
ZnP��, which is followed by a rapid intramolecular electron
transfer from O2

�� to ZnP�� in the O2
��–ZnP�� complex to

regenerate O2.
49

The binding of O2
�� with Zn() ions also plays an important

role not only in the electron transfer reduction of O2
�� but also

in the further reduction of O2
��. The superoxide ion (O2

��) pro-
duced by the electron transfer reduction of O2 is toxic, causing
oxidative damage to cells and therefore is removed by copper–
zinc superoxide dismutase (Cu,Zn–SOD) which catalyzes the
disproportionation (dismutation) of O2

�� to O2 and H2O2.
50

The important role of Zn() in the bimetallic system to activate
both the oxidation and reduction of O2

�� has been revealed by a
well-characterized SOD model, that is an imidazolate-bridged
Cu()–Zn() heterodinuclear complex containing a dinucleat-
ing ligand, Hbdpi (Hbdpi = 4,5-bis(bis(2-pyridylmethyl)amino-
methyl)imidazole).51–53 The crystal structure is shown in Fig. 9,
where the Cu()–Zn() distance of 6.197(2) Å in the Cu()–
Zn() heterodinuclear complex agrees well with that of native
Cu,Zn–SOD (6.2 Å), and each metal has the pentacoordinate
geometry with the imidazolate nitrogen, two pyridine nitrogens,
the tertiary amine nitrogen, and a solvent (MeCN or H2O). The

(9)

Fig. 9 Crystal structure of a SOD model complex, [CuZn(bdpi)-
(CH3CN)2]

3�.51

Cu()–Zn() SOD model complex has a coordination site avail-
able for the binding of O2

�� (Fig. 9). The Cu()–Zn() hetero-
dinuclear complex exhibits the highest catalytic activity toward
the dismutation of O2

��.51 A large positive shift (about 0.2 V) in
the E1/2 value of the Cu()–Zn() complex is observed due to
the electron withdrawing effects of the Zn() ion as compared
to the corresponding Cu() mononuclear complexes.51 This
indicates that an important role of the Zn() ion in the imid-
azolate-bridged Cu()–Zn() complex is to accelerate an outer-
sphere electron transfer from O2

�� to produce the Cu(I)–Zn()
complex, when the free energy change of electron transfer to
Cu() becomes thermodynamically more favorable as com-
pared to that without the Zn() ion. The presence of Zn(),
which can act as a Lewis acid, is also able to accelerate an
electron transfer from the Cu()–Zn() complex to O2

��, since
O2

�� can bind with a Zn() ion acting as a Lewis acid to
accelerate the electron transfer reduction of O2

�� (vide supra).
Thus, the essential role of Zn() ions in SODs may be to
accelerate both the oxidation and reduction of O2

�� by control-
ling the redox potentials of Cu() ions and O2

�� in the catalytic
cycle of SOD as shown in Scheme 6.51–53

5 Promoting effects of metal ions and hydrogen
bonding on thermal intramolecular electron transfer
An intramolecular electron transfer reaction of a donor–
acceptor linked system can also be promoted by addition of a
metal ion.54 Addition of scandium triflate [Sc(OTf )3] to an
MeCN solution of ferrocene–naphthoquinone dyad (Fc–NQ)
results in intramolecular electron transfer from Fc to NQ to
form the Fc�–NQ��/Sc3� complex as indicated by the appear-
ance of the absorption band due to the Fc� moiety at 860 nm
together with the absorption band at λmax = 420 nm due to the
NQ��/Sc3� moiety (Scheme 7).54 The electron transfer from Fc
to NQ is made possible by the binding of Sc3� with NQ��

together with the hydrogen bonding between the amide proton
and the carbonyl oxygen of NQ��.54

The effect of hydrogen bonding on metal ion-promoted
electron transfer has been quantitatively evaluated using a
ferrocene–p-benzoquinone dyad (Fc–Q) in comparison with the
Fc–(Me)Q dyad, in which the N–H group acting as a hydrogen-
bond acceptor, is replaced by N–Me (Scheme 8).55 The promot-
ing effects of metal ions vary significantly depending on the
Lewis acidity of metal ions (Mn�). The kET values of Mn�-pro-
moted electron transfer in Fc–Q are linearly correlated with the
∆E values of the O2

��-Lewis acid complexes (vide supra) and

Scheme 6 Catalytic mechanism of SOD.51–53
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Scheme 7 Sc3�-promoted intramolecular electron transfer from Fc to NQ in the Fc–NQ dyad.54

Scheme 8 Mn�-promoted electron transfer in the Fc–Q and Fc–(Me)Q dyads.

each value is ca. 104 times larger than the kET values of
Fc–(Me)Q as shown in Fig. 10.55 The 104 times difference in the
kET values corresponds to the difference in the one-electron
reduction potential between Fc–Q (E 0

red vs. SCE = �0.16 V)
and Fc–(Me)Q (E 0

red vs. SCE = �0.40 V). The stabilization of
the Q�� moiety by hydrogen bonding with the amide proton in
Fc–Q�� results in the positive shift in E 0

red of Fc–Q as com-
pared to Fc–(Me)Q in which the amide proton is replaced by
the methyl group. Thus, the remarkable difference in the kET

values between Fc–Q and Fc–(Me)Q is ascribed to the effect of
the hydrogen bond formed between the Q�� moiety and the
amide proton in Fc�–Q��.

In the case of the photoinduced electron in the Fc–Q dyad,
however, electron transfer from Fc to the singlet excited state of
Q occurs rapidly to produce Fc–Q�� without changing the con-
formation (< 1 ps) and then Q�� forms the hydrogen bond with
the amide proton of the spacer (τ = ∼5 ps) as shown in Scheme

Fig. 10 Plots of log kET vs. ∆E in Mn�-promoted electron transfer in
Fc–Q and Fc–(Me)Q in MeCN 298 K.55

9.56 When photoinduced electron transfer is thermodynamically
feasible without the help of hydrogen bonding, electron transfer
precedes the hydrogen bond formation (Scheme 9) in contrast
with the case of metal ion-promoted electron transfer in which
the hydrogen bond formation is coupled with the electron
transfer (Scheme 8).

6 C–C bond formation via metal ion-promoted
electron transfer
The promoting effects of metal ions on electron transfer have
been utilized for their catalytic effects on overall chemical trans-
formation in which the metal ion-promoted electron transfer is
the rate-determining step. The Mg2�-catalyzed hydride transfer
from an NADH (dihydronicotinamide adenine dinucleotide)
model compound, 1-benzyl-1,4-dihydronicotinamide (BNAH),
to Q is known to proceed via a Mg2�-promoted electron
transfer from BNAH to Q, followed by a proton transfer from
the resulting BNAH�� to the Q��–Mg2� complex and the
subsequent fast electron transfer from BNA� to QH�–Mg2�.57

When BNAH is replaced by 1-benzyl-4-t-butyl-1,4-dihydro-
nicotinamide (t-BuBNAH), no reaction occurs between
t-BuBNAH and Q in a deaerated MeCN. In the presence of
Sc(OTf )3, the Lewis acidity of which is much stronger
than Mg2�, however, cycloaddition reaction of t-BuBNAH
with Q rather than hydride transfer occurs efficiently at 298 K
[eqn. (10)].58 

The Sc3�-catalyzed cycloaddition of Q also occurs with
BNAH.58 Kinetic comparison between the Sc3�-catalyzed
cycloaddition and the Sc3�-promoted electron transfer reduc-
tion of Q together with the absence of the deuterium kinetic

(10)
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Scheme 9 Photoinduced electron transfer of Fc–Q and subsequent hydrogen bond formation.55,56

Scheme 10 Mechanism of Mn�-catalyzed reaction of BNAH with Q.58

isotope effect indicates that the C–C bond formation proceeds
via the Sc3�-promoted electron transfer from t-BuBNAH and
BNAH to Q.58 The change in the type of reaction depending on
the Lewis acidity of the metal ion is well explained by the elec-
tron transfer mechanism in Scheme 10.58 The initial rate-deter-
mining electron transfer from BNAH to Q results in the form-
ation of a radical ion pair (BNAH�� and Q��) where Q�� forms
1:1 and 1:2 complexes with Sc3�. The formation of such a
1:2 complexes between Q�� and Sc3� has been confirmed by the
EPR spectrum which exhibits superhyperfine structure due to
the interaction of an unpaired electron with two equivalent Sc3�

nuclei.58,59 The proton transfer from BNAH�� to the Q��–2Sc3�

complex may be retarded because of the strong Lewis acidity of
Sc3�. In such a case the initial electron transfer is followed by
the radical coupling (C–C bond formation) between Q�� and
BNAH�� to give the zwitterionic intermediate which is eventu-
ally converted to the cycloadduct (Scheme 10a). The proton
transfer from BNAH�� to the Q��–2Mn� complex accelerates
with decreasing Lewis acidity of the metal ion (Mn�) due to the
stronger basicity of the Q��–2Mn� complex (Scheme 10b).

This is the reason why the hydride transfer pathway from
BNAH to Q becomes dominant in the presence of a much
weaker Lewis acid (e.g., Mg2�) as compared with the selective
cycloaddition reaction in the presence of Sc3�. Thus, the Lewis
acidity of the metal ion can control the transfer step and also
the subsequent chemical step.

The radical cation of an NADH model compound
(BNAH��), a reactive radical intermediate in Scheme 10, has
recently been detected by EPR which confirms that the keto

form in Scheme 10 is thermodynamically more stable than the
enol isomeric form.60

Rates of Diels–Alder cycloaddition of anthracenes with
p-benzoquinone and its derivatives as well as rates of
hydride transfer reactions from 10-methyl-9,10-dihydroacridine
(AcrH2) to the same series of p-benzoquinones are also acceler-
ated significantly in the presence of metal ions in MeCN.61,62

Extensive comparison of the catalytic effects of metal ions in
electron transfer from one-electron reductants (cobalt tetra-
phenylporphyrin and decamethylferrocene) to p-benzoquinones
with those in the Diels–Alder reactions of the quinones as well
as the hydride transfer reactions has revealed that the catalysis
of metal ions in each case is ascribed to the 1:1 and 1:2 com-
plexes formed between the corresponding semiquinone radical
anions and metal ions as in the case of the metal ion-catalyzed
hydride transfer and cycloaddition reactions of BNAH with
Q.62 The catalytic reactivities of a variety of metal ions in each
reaction are well correlated with the ∆E values in Fig. 7.62

Hydride transfer from AcrH2 to 3,6-diphenyl-1,2,4,5-tetrazine
(Ph2Tz) which contains N=N double bond also occurs effi-
ciently in the presence of Sc(OTf )3 via Sc3�-promoted electron
transfer from AcrH2 to Ph2Tz in MeCN at 298 K, whereas no
reaction occurs in the absence of Sc3�.63

7 Conclusion and perspectives
Efficient multi-step electron transfer systems have been
designed using suitable components based on the Marcus
theory of electron transfer to mimic the function of a
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photosynthetic reaction center. The concept of catalytic control
of electron transfer reactions provides a new perspective of
electron transfer chemistry, expanding the scope of electron
transfer systems which would otherwise be impossible to study.
It has been demonstrated that binding of a metal ion with the
substrate radical anion plays an important role in the catalytic
control of electron transfer reactions. The promoting effects of
metal ions on the electron transfer reactions are related to the
Lewis acidity of metal ions which can be evaluated quanti-
tatively based on the gzz-values of the EPR spectra of metal
ion-O2

�� complexes as well as the fluorescence maxima of
10-methylacridone (AcrCO)–metal ion salt complexes. The
Lewis acidity of metal ions has been shown to control not only
the electron transfer step but also the subsequent chemical step
in the overall chemical reactions. However, there still remains
a wealth of important fundamental questions with regard to
catalytic control of electron transfer reactions, which have been
only partially explored so far. Catalysis in chemical transform-
ation involving the rate-determining electron transfer certainly
deserves much more detailed attention in future.
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